Solutions to selected WMS5 exercises (solutions by jh.. let me know if any errors!) pl

Q4. 7 0.8
Inf[21]:=f = b y*(-2)
b 0.6
2
y 0.4
In[27]:=area=Integrate[f,{y, b, Infinity}]
1 0.2
In[28]:=F=Sinplify[ Integrate[b t~(-
2),{t,b,
) yi 1a 15 20 25 30
b
1 - -
y = 4.9 ===
In[29]: = probYGlc = In[1]:=f =c y*"2 +y
Sinmplify[ Integrate[b t~(-
2),{t,b+c,Infinity}] ] 2
y t+cy
b
_____ In[2]:=i = Integrate[f,y]
b +c
2 3
In[35]:=Plot[(f/.b->5),{y,5, 30}] y cy
e
0.z 3
In[6]:=c=c/.Solve[(i/.y->1 - i/.y->0) ==
; 1,c]
0.15
3
0.1 {-}
2
6.08 InN[9]:=F = Integrate[(f/.y->t),{t,0,y}]
2 3
Y y
10 15 20 25 302 2

In[14]:=Plot[{f,F},{y, 0, 1},
In[36]:=Plot[(F/.b->5),{y,5, 30}] AxeslLabel ->{"y","f and F"}]
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f and F

2.5

F/.y->{-1,0,1,0.5}

{{o, 0, 1, 0.1875}}

In[18]: =
(1-F/ .y->0.5)/(1-F/ .y->0.25)

{0. 845528}
I n[20] : =104. / 123

0. 845528

In[39]:=
EY=Integrate[y f,{y,O0, 2}];
VY = Integrate[ (y*2) f,{y,0,2}] - (EY)"2;

{EY, W}/IN

{0.666667, 0.222222}
==4.13==

In[3]:=f = (3/2) y*2 + v,
In[26]:=

EY=Integrate[y f,{y, 0, 1}];
VY = Integrate[(y*2) f,{y,0,1}] - (EY)"2;

{EY, W}/ /N

{0. 708333, 0.0482639}
==4,19==

In[44]:=
f = 0.5; Plot[f,{y,59,61}]

[

58.5 G Gl.5
=U.2F

In[45]: =
EY=Integrate[y f,{y, 59, 61}];
VY = Integrate[(y*2) f,{y,59, 61}]-(EY)"2;

{EY, W}/ /N

{60., 0.333333}

2
Var(Uniform = range=

NOTE (JH) 12
22
here range = 2, so V = 12 =1/3
==4.22==
In[56]:=

f = (3/64) (y*2) (4-y) Plot[f,{y, O, 4},
AxeslLabel - >{" CPU hours","f (CPU
hours) "}]

61
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£iCPU hours)

1 4 3 i

In[50]:=
EY=Integrate[y f,{y,O0, 4}];

VY = Integrate[ (y*2) f,{y,0,4}] - (EY)"2;

{EY, W}/ /N
{2.4, 0.64}

E(CPU cost)

$200 x E(CPU hours)
V(CPU cost) = $2002 x V(CPU hours)
Prob[ cost > $600) = Prob(CPU hours > 3)
In[60]:= ProbGT3=Integrate[f,{y, 3.,4.}]
0. 261719

==4.47== Corrected May 17

Y ~ N(u=??, ¢=0.3) for

P(Y > 8 ) = 0.01

A LITTLE TRI AL AND ERRCR. ..

f = (1/(sd Sgrt[2 Pi])) *
Exp[-0.5 ((y - nu)/sd)”*2]/.sd->0.3;

CPU hour

Liy)

B T E

Plot[f/.mu->7.5, {y,5.5,9.5},
AxeslLabel ->{"y: anmount","f(y)"},
Pl ot Range- >Al |
AxesOri gi n->{8, 0}

]

Liy)

B T E

Plot[f/.mu->7.0, {y,5.5,9.5},
AxeslLabel ->{"y: anmount","f(y)"},
Pl ot Range- >Al |
AxesOri gi n->{8, 0}

]

£iy)

¥ioamount

¥ioamount

¥ioamount
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FROM TABLE | NSI DE FRONT COVER OF WWES5. . determ nes curvature, and a scale), along

with its nmean 4 sec and variance 8 sec?
1% of probability nass is above

e the values of a and b detern ne the nean

z = 2.33 (approx) (expected val ue), the variance, and al
hi gher noments (e.g. avearge cubed
le if set mso 8 oz is 2.33 SD s above it, deviation fromthe nmean, ...)

then wil have overflow in 1% of cases
Know (or would be given in exam

2.33 SDs is 2.33 x 0.3 0. 699 oz above m

E = ab Var = ab?
so.. m=8 - 0.699 oz = 7.3 oz. ) )

So can match the 1st 2 "nmonments" (mean ab

==4.55== and Var( ab? ) with their nunerical
. . . counterparts, and solve for a and b (as
The "clock" starts again aon July 1. The did in the breast cancer data anal ysis)

distribution of tinmes to failure is (neg)
exponential with nean m= b = 44 days.

_ , (1) (2) (3) (4)

f = (1/44) Exp[ - (1/44) y]; mean variance (2)/(1) (1)/(3)
ab a b2 b a
Plot[f,{y, 0, 120}, 4 8 2 2

AxeslLabel ->{"y: days to falure","f(y)"}]

So, fromdefinition 4.8, we have the
robability density function

Liy) 2-1 g-¥/2 1 g-¥2
(y) = y22 a2 - y -~ on [0,Infinity]
oot heck:
0.015
0.01 f =y Exp[-y/2]/4,

a.005 Plot[f,{y, 0, 20},

AxeslLabel ->{"y: response tine","f(y)"}]
yi days to falur
20 40 B0 BO 100 120

£(y)
F = (Integrate[f,{y,0,t}])/.t->y 0.175
_y/ 44 IJ:.lEl
1. E 0.125
8.1
F/.y->30.0 Unlten
0.05
0. 494303 n.0&5
¥i response time
F/.y->31.0 5 10 i5 20

0. 505667 (Book must have used 31 days)
Area under curve seens to be unity (if we
==4.64== approxi nate by a rectangle with (average)
hei ght of 0.1 and base of 10!!
W are given
Check area (total probability) nore
« Ganma Distribuion , which is closely. ..

characterized by paraneters a and b (a
area = Integrate[f,{y,0,30}]//N
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0. 999995

area = Integrate[f,{y, 0,100}]//N

1

NOTE: this distribution is the same as the
one for a=2 shown on Fig 4.15 p 159... the

only difference is the scale factor b ..

The text nust have used a | ong nmean (b) per

subunit" (b), even with the a = 2 subunits.

If you took

f = (1/(b”*a Ganma[a])) y”~(a-1) Exp]-
y/ bl /. b->1;

Plot[{(f/.a->1),
(f/.a->2),
(f/.a->5)},{y, 0, 10},

Pl ot Range- >Al |

AxeslLabel ->{"y","f(y)"}]

£iv)

-

if you took

f = (1/(b”*a Ganma[a])) y”~(a-1) Exp]-
y/ b]/.b->2;

Plot[{(f/.a->1),
(f/.a->2),
(f/.a->5)},{y, 0, 20},

Pl ot Range- >Al |

AxeslLabel ->{"y","f(y)"}]

£iv)

u.5

W are given:

e Ganma Distribuion , which is
characterized by paraneters a and b (a
determ nes curvature, and a scale), along
ith

e the values of a and b -- which deternine
t he nmean (expected val ue), the variance,
and all higher nonents (e.g. avearge cubed
deviation fromthe nmean, ...)

E(Y) = ab Var(Y) = ab?

So can derive the 1st 2 "nonents" (nean ab
and Var( ab?)

a b mean vari ance SD
ab ab? (Var 1/ 2

1000 20 $20,000 ($2) 400, 000 $630

First off... it is difficult to inagine

such a "tight" distribution of incone.. a
Sd of ONLY $630 around a mean of $20, 000.
No matter what the distribution, this is
tight. Even allowing for the "worst" (nopst
contrary, not any "off the shelf, no-nane
brand") distribution possible,
Tchebysheff's theorem says that

at most 1 - 1/kZ2 of ANY distributionis
nore than k SD's fromthe mean

So here
at nost 1 - 1/4 is > 2(630) from 20, 000

at nost 1 - 1/9 is > 3(630) from 20, 000
at nost 1 -1/16 is > 4(630) from 20, 000
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MOREOVER, as sone found when they tried to
drwa this distribution in Excel, there are
nunerical problens trying to conpute it..
Mat hemati ca handles it wit aplonb...

f = (1/(b*a Ganma[ a]))
y~(a-1) Exp[-y/b]/.b->20

Plot[(f/.a->1000), {y, 17500, 22500},
AxeslLabel ->{"y","f(y)"}]

fiy)

U.uoua
o.uous
a.0o04
o.ooud
a.0o0z2

.ol

19000 20000 21000 22000
Is it a surprize that it has a Gaussi an

shape?

NO, if one renenbers that a gama
distribution with paraneters a and b
refers to the distribution of the sumof a
i ndependently and identically distributed
("i.i.d.") randomvariables, each with a
negative) exponential distribution with
nmean b.

The CENTRAL LIMT THEOREM (vide infra, p
305) says that a sum (or everage) of a |ot
of i.i.d. randomvariables wll have a
close to Gaussian distribution, EVEN if
each of these random vari abl es do not

t hensel ves have a Gausi an di stri bution

In our case we are sayi ng that
if Yi ~ Exp[b], indpenedently of Yj, then

S Yj ~ Gaussian (approx) if Sis over
enough rv's.

WHAT | THI NK THE BOOK MEANT TO ASK. .
a b nmean vari ance SD

ab a b2 (Var 1/ 2
20 1000 $20,000 ($2) 20,000,000 $4,500

i.e. a nuch nore reasonabl e spread..
Now the distribution |ooks Iike..

f = (1/(b"a Garme[a])) y~(a-1) Exp[-
y/ b] /. b->1000;

Plot[(f/.a->20),{y, 6000, 34000},
AxeslLabel ->{"y","f(y)"}]

Tiyl
ag.aooog
O.00006&

a.0o0004

0.00002

10000 15000 20000 25000 30000

==4.108==
W are given:

e Poisson Distribution of event count in an
interval t, which is characterized by
parameter m = product of nean per tine unit
(1) and length of interval (here t units)
Not e t hat whereas previously in book, | was
the eman for the interval (whatever |ength)
in question, the book now seens to be
switching to using | as the nmean nunber per
tinme unit.

e T=tine to 1st arrival
?? pdf for T

think of it as... (A = arrival)
(sorry | can't nmake fractional *'s)

*k kK
kkkkhkkkhkk*k
*kkkk

Rk S b
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each ****** js a realization of the RV T. f = (1/0.5) Exp[ - (1/0.5) y ];
It is difficult to find the pdf of T Plot[f, {vy,0,2},
directly, but, as we often find, it is a AxeslLabel ->{"y: interview | ength",
ot easier to find the cdf, Prob(T £ t), or "f(y)"}
its conmplenent P(T >1t), and to then take ]
the derivative to arrive at the pdf
f(t) = F(t) Liy)
Here, having T >t is saying that there is 2
no (zero) arrival in the interval [O,t].
i.e., 1.5
T>t <===># Arrivals in [0,t] = 0. 1
So P(T >1t) 0.5
= Poi ssonProb(0 events | m=1t ) ¥ interview length
.5 1 1.5 2
= ge~M= -t
So Prob(interview runs past 15 min [1/4 hr] )
F(t) = Prob(Y > 0.25)
= Prob(T £t ) = area under density curve, beyond 0.25
=1 - Prob (T >t ) = a sizable probability mass..
F =Integrate[f,{y,0,t}]/.t->y
=1 - et
-2,y
So. .. 1-E
f(t) = F(t) =1 et Plot[{F, 1-F}, {y, 0,2},

AxesLabel ->{"y: interview | ength"

Now, if the the average nunber of arrivals "F(y)=Prob(Yy), and 1-F'} ]

is | per time unit, that nmeans that the
average interval betwen arraivals is te

reci procal of this, ie.
Fiy)=Brobi¥=sy), and 1-F

ET) =1/ 1,

or 0.8

0.6
=1/ E(T) 0.4

a.2

SO : ¥i interview length

n.s 1 1.5 2

f(t) = [/ E(T)] e- [/ E(T)]

as per the fornmula for the (neg)

exponential pdf function. F/ .y->0.25

0. 39
== 4,112 == the rude intervi ener

_ _ The memoryl ess ("cluel ess or
Y = length of interview ruthl ess"??) interviewer whose
proabability of dismssing the applicant in
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interval (t,t+Dt), given that interview has
already lasted a time t, is the same no
matter the value of t!
Conpute the conditional "disn ssal
at 5 minute intervals...

rates",

Tabl e[ { m n,
(F/.y->(m n/60)),
1-F/ .y->(m n/60),

((F/.y->((m n+1)/60)) - (F/.y->((mn)/60)))

(1-F/ .y->(min/60) )},

{nin, 5,120, 5}]

Condi ti onal
Di sm ssal Rate
. F(min+l) - F(mn)
mn F 1-F 1- F(1)
5. 0.15 0. 85 0. 033
10. 0.28 0.72 0. 033
15. 0. 39 0.61 0. 033
20. 0. 49 0.51 0. 033
25. 0.57 0.43 0. 033
30. 0.63 0. 37 0. 033
35. 0. 69 0.31 0. 033
40. 0.74 0. 26 0. 033
45, 0.78 0.22 0. 033
50. 0.81 0.19 0. 033
55. 0.84 0.16 0. 033
60. 0. 86 0.14 0. 033
65. 0. 89 0.11 0. 033
70. 0.9 0. 097 0. 033
75. 0.92 0. 082 0. 033
80. 0.93 0. 069 0. 033
85. 0.94 0. 059 0. 033
90. 0.95 0. 05 0. 033
95. 0. 96 0. 042 0. 033
100. 0. 96 0. 036 0. 033
110. 0.97 0. 03 0. 033
110. 0.97 0. 026 0. 033
110. 0.98 0.022 0. 033
120. 0.98 0. 018 0. 033

WHATEVER the tinme elapsed in the interview
up to now.. there is a 3.3%chance of being
di smissed in the next minute ..

ie a 3.3%chance of being dismssed in 1st
m n.

O the ones who "survive" to mnute 5 (85%
of those who start out), 3.3%of these 85%
will be dismissed in the next mnute..

O the ones who "survive" to minute 30 (37%
of the 100 who start out), 3.3% of these

37% w || be dismssed in the next mnute..
etc
VWhat if the durations of interviews had a

Gaussi an distribution with a nean of
m=1/2 = 0.5 hrs, and a standard devi ati on
of s= 0.2 hours?

f = (1/(sd Sgrt[2 Pi])) *
Exp[-0.5 (y - mu)~2 /
(2 sd*2) 1/.{mu->0.5,sd->0.1};

Plot[f, {y,0.0,1.0},
Pl ot Range->{{0, 1}, {0, 4}},
AxeslLabel ->{"y: interview |l ength",

"f(y)"}

iy

d
3.5

3
£.59

2
1.5
0.5

] yi interview length

0.2 0.4 0.8 0.8 1
Condi ti onal
Di sm ssal Rate
i F(mn+l) - F(mn)
mn F 1-F 1-F(1)
5. 0. 000015 1. 0. 000016
10. 0. 00043 1. 0. 00034
15. 0. 0062 0.99 0. 0036
20. 0. 048 0.95 0.02
25. 0.2 0.8 0. 063
30. 0.5 0.5 0.13
35. 0.8 0.2 0.22
40. 0. 95 0. 048 0.3
45, 0.99 0. 0062 0. 38
50. 1. 0. 00043 0. 46
55. 1. 0. 000016 0.52
-7

60. 1 5.7 10 0.29
a very different picture!



